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Abstract: The advancement in genome technology has 
change the outlook of the researchers in the field of gene 
cancer classification. These developed techniques mainly 
comprises of, dimensionality reduction, feature selection, and 
gene classification for the ;process of gene cancer 
classification.. In our work, microarray gene classification by 
GA with FFBNN was proposed for precise classification of 
genes to their corresponding gene types. But, it is not sure that 
the GA and FFBNN will perform their operations properly in 
gene classification process. Thus, analysis is necessary for the 
techniques that are utilized in the gene classification process. 
Hence, in this study, we present a comparative analysis of 
familiar methods that are utilized in the microarray gene 
classification process. We compare the GA with FFBNN 
approach with that of PSO with FFBNN .The performances of 
the classification methods are evaluated by the performance 
measures such as accuracy, specificity, and sensitivity. 
Moreover, the classification performance of each method is 
compared with the other methods to validate the high score 
performance in microarray gene classification.  
 
Keywords - Microarray gene expression, Classification, 
Dimensionality Reduction, Feature Selection, Genetic 
Algorithm (GA), Feed Forward Back propagation Neural 
Network (FFBNN)Partial Swarm Optimizer(PSO).  

 
I. INTRODUCTION 

With the aid of deoxyribonucleic acid (DNA) microarray 
technology, it is possible to determine the expression levels 
of vast number of different genes simultaneously [9]. 
Microarray techniques also play an imperative role in 
personalized medicine for the reason that they can be used 
to find out the individual’s unique genetic vulnerability to 
treat the diseases [1]. A standard microarray dataset 
comprises the expression levels of large number of genes in 
a number of experimental samples or conditions [10]. The 
expression data is represented in a matrix form, where the 
rows indicate genes and the columns indicate samples and 
this form of matrix is called as gene expression matrix [11]. 
For disease analysis especially for cancer diagnosis, the 
gene expression data is often employed [8]. Gene 
expression data from DNA microarray are represented by 
several variables (genes) with only a small number of 
observations (experiments) [7] [17]. Prediction, 
classification, and clustering methods are utilized for 
analysis and understanding of the data [2]. One significant 
application of gene expression microarray data is the 

classification of biological samples or prophecy of clinical 
and other outcomes [3]. Microarray technology categorize 
the tissue samples by means of their gene expression 
profiles as one of the several types (or subtypes) of cancer. 
The gene expression profiles evaluated by microarray 
technology have offered a precise, consistent and objective 
cancer classification than the standard histopathological 
experiments. The DNA microarray data for cancer 
classification comprises huge number of genes 
(dimensions) than the number of samples or feature vectors 
[4] [18]. The gene expression variation of different tumor 
types is evaluated by using the genome-wide expression 
data obtained from the cancer tissues, which further 
provides hints for cancer classification of individual 
samples. Determining biological insights from the original 
amount of data on gene expression patterns is the major 
challenging tasks in microarray studies [12]. A robust 
model is indispensable for predicting the class membership 
of data, creating an exact label on training data, and 
predicting the label for any anonymous data correctly in 
order to achieve a high classification accuracy [8]. 
Classification analysis of microarray gene expression data 
has been carried out extensively to determine the biological 
features as well as to differentiate intimately related cell 
types that normally appear in the diagnosis of cancer [13]. 
Some of the classification techniques for gene expression 
data analysis are decision tree, k-nearest neighbor classifier 
(KNN), support vector machine (SVM), neural network, 
etc. Normally, the techniques used for the classification of 
microarray gene expression data are divided into two 
groups: one is based on clustering and the other is based on 
machine-learning approach [14].  There are many 
techniques developed for the microarray gene 
classification. In classification, the genes in the microarray 
dataset are classified into their corresponding class types. 
Normally, all microarray gene classification techniques 
perform three basic steps during the classification process, 
they are: dimensionality reduction, feature selection, and 
gene classification. In our prior work, microarray gene 
classification was performed by GA with FFBNN for 
precise classification of genes to their respective gene 
types. However, it is uncertain that the GA and FFBNN 
will perform their operations properly in gene classification 
process. Thus, an analysis is essential for the techniques 
that are utilized in the gene classification process. Hence, 
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here we proposed a comparative analysis of well known 
methods that are used in the microarray gene classification 
process. The performances of well-known methods such as 
GA (Genetic Algorithm) are analyzed with the AI 
techniques namely, FFBNN. The methods that are 
employed for microarray gene classification process are 
GA with FFBNN All these methods separately perform the 
aforementioned three basic steps. The performances of the 
classification methods are evaluated by the performance 
measures such as accuracy, specificity, and sensitivity. The 
rest of the paper is organized as follows: Section 2 reviews 
the recent related works of the microarray gene 
classification process. The well known classification 
method such as GA  and PSO with FFBNN is explained in 
Section 3. The experimental result and conclusion of this 
paper are given in Section 4 and 5, respectively. 
 

II RELATED WORK 
There has been  huge amount of work carried out in 
literature  for the successful microarray gene cancer 
classification. Here we review some of the recent works 
available in the literature[30][31].Ahmad M. Sarhan [20] 
has introduced an Artificial Neural Network (ANN) and 
Discrete Cosine Transform (DCT) based system for the 
identification of stomach cancer. Here, DCT has been 
applied to extract the classification features from the 
stomach microarrays. Subsequently, the features extracted 
from the DCT coefficients have been applied to an ANN 
for the classification in order to find whether the 
microarray contains tumor or non-tumor. Here, microarray 
images have been taken from the database called Stanford 
Medical Database (SMD), which is one of the famous 
microarray databases. From the simulation results, it has 
been found that the proposed system has achieved a very 
high success rate.Bharathi et al. [21] have aimed to identify 
the minimum set of genes that can provide an exact 
classification of cancer from microarray data with the aid 
of supervised machine learning algorithms. The proposed 
method comprises two steps. In the first stage, a 2 way 
Analysis of Variance (ANOVA) ranking approach has been 
employed to select some relevant genes. While in the 
second stage, a good classifier called Support Vector 
Machines has been applied to analyze the classification 
potency of all simple combinations of those relevant genes. 
Finally, the proposed method has achieved a very high 
precision with only two genes. Gene expression data 
gathered from DNA microarray are characterized by 
several variables (genes) with only a little number of 
observations i.e., experiments. Bo Li et al. [22] have 
presented a manifold learning technique to map the gene 
expression data to a low dimensional space, and then to 
analyze the basic structure of the features in order to 
categorize the microarray data more precisely. The 
proposed algorithm has projected the gene expression data 
into a subspace with high intra-class compactness and inter-
class separability. Experiments conducted on six DNA 
microarray datasets have proved that the proposed method 
was efficacious for discriminant feature extraction as well 
as gene expression data classification. It has been found 
that evaluating microarray data using manifold learning 

technique is a valuable effort and there should be much 
room for the application of manifold learning to 
bioinformatics because of its performance.Xiaosheng Wang 
et al. [23] have examined the properties of one feature 
selection scheme proposed in their prior work, which was 
the simplification of the feature selection technique based 
on the depended amount of attribute in rough sets. Here, the 
feature selection technique has been compared with the 
conventional methods in terms of depended degree, chi-
square, information gain, Relief-F and symmetric 
uncertainty, and its properties have been evaluated by a 
series of classification experiments. The experimental 
results have exposed that the proposed approach was better 
than the canonical depended degree of attribute based 
technique in effectiveness and applicability. Moreover, the 
approach has been compared with the other four widely 
used techniques. It has been found that the proposed 
approach can disclose the inherent classification difficulty 
with respect to diverse gene expression datasets, 
representing the intrinsic biology of specific cancers. 
Mallika et al. [24] have introduced a technique for 
enhancing the cancer classification performance with a 
small number of microarray gene expression data. Here, 
individual gene ranking and gene subset ranking have been 
carried out. Also, the same classifier has been employed for 
both selection and classification purposes. The proposed 
technique has been tested using three eminent cancer gene 
expression datasets namely Lymphoma, Liver, and 
Leukaemia datasets. Three diverse classifiers such as 
Support Vector Machines-One Against All (SVM-OAA), K 
Nearest Neighbour (KNN) and Linear Discriminant 
Analysis (LDA) have been evaluated and the results have 
revealed that the performance of SVM-OAA classifier was 
better and has provided a satisfactory results on all the three 
datasets than the other two classifiers.Chhanda Ray [25] 
has proposed an algorithm to inspect the DNA microarray 
gene expression patterns robustly for large amount of DNA 
microarray data. Graphical representation has been 
presented for the experimental results of DNA microarray 
gene pattern analysis for improved visibility and 
understanding. An eight-directional chain code sequence 
has been employed to define the shape of each graph 
related to a DNA microarray gene expression pattern. 
Based on the variations of DNA microarray gene 
expression patterns of the same organism by concurrently 
monitoring the behaviors of thousands of genes, the cancer 
development has been detected. Moreover, the 
classification of cancer genes has been carried out on the 
basis of distribution probability of codes of the eight-
directional chain code sequences indicating DNA 
microarray gene expression patterns. Finally, an 
experimental result has been presented. DNA microarrays 
allow the biologist to evaluate the performance of 
thousands of genes concurrently on a small chip. These 
microarrays produce giant number of data and new 
techniques are necessary to evaluate them. Seeja et al. [26] 
have proposed an SVM based classification technique. The 
gene expression data recorded on DNA microarrays has 
been classified by using this proposed technique. The 
proposed technique has been tested by using benchmark 
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datasets and it has been found that the technique was faster 
than neural network and the classification performance was 
also high compared to neural network. 
 

III. MICROARRAY GENE CANCER CLASSIFICATION 
As discussed our previous work[30] the microarray gene 
classification technique involves three major steps namely 
(i) Dimensionality reduction, (ii) Feature selection, and (iii) 
Gene classification. The GA technique  performs the 
dimensionality reduction process for obtaining the dataset 
with small size. The features like Standard Deviation, 
Probability of GA-indexed gene, and new statistical 
features are extracted from the dimensionality reduced 
dataset. After that, the gene classification is carried out by 
using the features extracted during the feature extraction 
process. Here we use FFBNN perform the gene 
classification process. The basic microarray gene 
classification process is explained in the following 
subsections.  
 
DIMENSIONALITY REDUCTION 
Initially,[30]the dimensionality reduction process is carried 
out on the microarray cancer gene dataset for diminishing 
the complexity in the gene classification. This process is 
performed because the dataset size is high dimensional, 
which increases the processing time and does not produce 
accurate result for the classification process. Let, 

GjSiM ij  1  ,1  ;  be the microarray cancer 

gene data, where, S  indicates the number of samples and 

G  indicates the number of genes. Dataset  ijM contains 

N  number of cancer class types, which is represented as

},,{ 21 Nc lllD  . The gene dataset can be 

represented as,  
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Each row and column of the gene expression dataset index 
values are represented as, 
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DIMENSIONALITY REDUCTION BY GA  
The dimensionality reduction by GA process is briefly 
explained in the prior work[30]. Initially in GA, the initial 

chromosome, ]        [ )()(
33

)(
22

)(
11

m
nK

mmm
m rrrrC  ; 

10  pNm , where K  is the value based on size of the 

chromosome and n  represents the genes row index value 

in  ijM where Grn . The fitness function is carried out 

to choose the best chromosomes among the generated 
chromosomes.  The fitness function is given as,  

1
)()(

)()()()(

**

***
1

21
)(

tTE

SSSS
f

mm

N
s

m

CC

lllC 
                     

(3)  

where, 
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mCS is the standard deviation of the 

chromosome 
)(s

m
C  and 

)()()( ,, 21 Nlll SSS   are also 

the standard deviations of the genes cancer class types. All 
the generated chromosomes gene values are given to the 
networks such as FFBNN, ANFIS and Fuzzy ANN to 

obtain the error (
)( mCE ) and time (

)( mCT ) parameters 

of the chromosome mC . 
)( mCE is the error produced 

when the networks are trained by the chromosome mC . 

Time parameter 
)( mCT represents the time taken by the 

networks to train the mC , and 1t is the defined threshold 

value. The best 2/pN  chromosomes containing 

minimum fitness values are selected. The selected 
chromosomes are involved in the crossover and mutation 
operations with the single point crossover at crossover rate 

RC and mutation rate RM , respectively. This process is 

repeated until it reaches the utmost number of iterations I . 

Once it reaches I , the 2/pN  chromosomes having 

minimum fitness value are selected. The dimensionality 

reduced dataset from GA is represented as uvP .   

             
DIMENSIONALITY REDUCTION BY PSO 
The dimensionality reduction process is performed over the 

microarray gene expression dataset  ijM by utilizing an 

optimization algorithm called PSO. The procedure of PSO 
is discussed below. PSO define each particle as a possible 
solution to a problem in D-dimensional space. We 
arbitrarily generate initial particles for genes and velocities 
for each particle. The randomly generated initial particles 
and velocity of each particle are represented as, 
 

)p.......p,p,p(P n321      n  = 1, 2, 3…… X                     

(4) 
 

)v........v,v,v(V n321    n 1, 2, 3 …… X                     

(5)  
 

The generated particles and velocities are bounded 
between the minimum and maximum values i.e., all 
particles should be within the specified intervals. Before 
each iteration, the particles are checked to find whether 
those particles are within the intervals. The gene values of 
particles are randomly generated between the intervals 

 Gr,1  in the dataset  ijM . The evaluation function values 

are calculated for each individual particle to determine the 
optimal solution. From the result of fitness values of all 
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particles, the maximum fitness value is selected as an 
optimum value. Initially, the optimum value is considered 
as a pbest (flocal) value and then as a gbest (fglobal) value. 
The evaluation function can be calculated as, 
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particle 
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n
p  and 
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standard deviations of the genes cancer class types. All the 
generated particles gene values are given to the networks 
such as FFBNN, ANFIS and Fuzzy ANN to obtain the 

error (
)p( nE ) and time (

)p( nT ) parameters of the 

particle np . 
)p( nE is the error produced when the 

networks are trained by the particle np . Time parameter 

)p( nT is the time taken by the networks to train the np , 

and 1t is the defined threshold value. In initial iteration, the 

values of velocity are assigned as zero. Using the randomly 
generated and initial velocity of particles, the fitness values 
of these particles are determined. We define pbest and 
gbest values from this fitness result. The pbest value is 
called local best and gbest value is called global best. All 
particles having fitness values evaluated by the fitness 
function need to be optimized. The particles fly through the 
problem space by following the current optimum particles. 
After finding the best values, all particles try to change its 
position and velocity. To change the position, two data are 
used. First one is the distance between the current particle 
position and pbest, and second one is the distance between 
the current position and gbest. This modification can be 
represented by velocity. Velocity of each particle can be 
modified by using the following equations,  
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     Where, )o(
nV  is the velocity of nth particle at iteration 

o, and 1f , 2f are the learning factors. flocal is the 

position of the best fitness value of the particle at current 
iteration, fglobal  is the position of the particle with the 

best fitness value in the swarm, 21, rr    are the random 

numbers generated in the range of [0, 1] and )o(
nx  is the 

current position of the particle n  at iteration o. Each 
particle knows its best value (pbest) and position. Also, 
each particle knows the best value in the group (gbest) 
among the pbest. Particles change their position and 

velocity for each iteration until it reaches the termination 
criteria. This process is repeated until the utmost number of 
iterations is reached. Once the maximum number of 
iterations is achieved, then the process gets terminated. The 
last solution pointing the particle is considered as the best 
possible particles. The dimensionality reduced dataset from 

PSO is represented as '
uv

P .   

 
FEATURE SELECTION 
The features [30] are selected from the dimensionality 

reduced datasets uv
P and 

'
uv

P  . The features like Standard 

Deviation, Probability of GA-indexed gene, and new 
statistical features are selected from the dimensionality 
reduced dataset. The features that are selected from the 

dataset 
uv

P are briefly explained in the previous work. 

From this dataset, the extracted features are )d(F , )c(F , 
)A(F , )D(F , )p(F and )ss(F . Also, the similar 

features are extracted from the dataset '
uv

P , which is 

represented as
')d(F , 

')c(F , 
')A(F , 

')D(F , 
')p(F

and 
')ss(F .  

 
GENE CLASSIFICATION 
Using the SD, Probability of GA-indexed gene, and new 
statistical features determined in the previous phase, the 
gene classification process is carried out. To perform the 
classification process, here we utilized three AI techniques 
such as Feed Forward Back Propagation Neural Network 
(FFBNN), ANFIS, and Fuzzy NN.  Each technique is 
trained and tested with the features that are obtained from 

the dataset 
uv

P and '
uv

P  , individually.  

 
CLASSIFICATION USING FFBNN  

Classification by FFBNN using the features from 
uv

P is 

already explained in our previous work[30]. In this 
classification process, the FFBNN is designed with six 

input neurons, dH hidden layers, and one output layer. 

The FFBNN training process is performed with the bias 
and activation functions of input and output layers, 
respectively. After that, the network learning error rate is 
calculated and the error gets minimized by allocating 
weights to the hidden layer and output layer neurons via 
back propagation algorithm. Testing process is done for the 
column gene values in the dimensionality reduced dataset

uvP . The well trained FFBNN classifies the column gene 

values into any one of the cancer class types by using the 
extracted features. The same FFBNN training and testing 

process is performed with the features from '
uv

P .  

  
IV.EXPERIMENTAL RESULT 
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The proposed classification technique is implemented in 
the MATLAB platform version 7.8 and evaluated using the 
microarray gene expression dataset. The dataset contains 
number of genes and samples i.e., 675x156. The high 
dimensional dataset is subjected to dimensionality 
reduction using a GA and PSO. The dimensionality 
reduced dataset from GA and PSO are the dimension of 
10x156. Among these 156 samples, 1 to 139 samples are 
AD class type and 140 to 156 samples are NL class type. 
Then, the feature selection process is performed over the 
dimensionality reduced datasets and these selected features 
are given to the FFBNN, training and testing process. The 
FFBNN training and testing process is explained in our 
previous work[30].The abovementioned procedure is 
performed until all samples are involved in both training 
and testing process. The performance of proposed 
technique is evaluated by using the statistical measures. 
The statistical measures [27] are applied to determine the 
classification performance. The performance analysis has 
shown that the proposed technique has successfully 
classified the genes to their specified gene types. To 
analyze the performance of GA and PSO methods, the 
parameters in GA and PSO values are changed.  The 
parameters of GA such as crossover, chromosome length, 
and mutation rate are changed as well as the PSO 
parameters such as population size and chromosome length 
are also changed.  

 
PERFORMANCE OF GA WITH FFBNN 

From the parameter tuning process, the best and worst case 
values are selected and the performance of these selected 
best and worst case values are compared with the SVM best 
case values.  
Based on the parameter tuning process he best and worst 
case values TP, TN, FP and FN are identified.  

Statistical 
Measures 

Number of GA 
indexed genes 

Best Case Worst Case 

Sensitivity (%) 
10 96.40 89.21 
20 99.28 89.93 
30 99.28 87.77 

FPR (%) 
10 52.94 58.82 
20 35.29 70.59 
30 41.18 70.59 

Accuracy (%) 
10 91.03 83.97 
20 95.51 83.33 
30 94.87 81.41 

Specificity (%) 
10 47.06 41.18 
20 64.71 29.41 
30 58.82 29.41 

PPV (%) 
10 93.71 92.54 
20 95.83 91.24 
30 95.17 91.04 

NPV (%) 
10 61.54 31.82 
20 91.67 26.32 
30 90.91 22.73 

FDR (%) 
10 6.29 7.46 
20 4.17 8.76 
30 4.83 8.96 

MCC (%) 
10 49.00 27.20 
20 74.83 18.43 
30 70.72 15.38 

Table 1: Performance of GA with FFBNN best, worst 
cases  

The statistical performance analysis of the GA method has 
given 93.7 overall mean accuracy in the best case and in the 
worst case it has given 82.6% accuracy as result. To 
analyze the performance of the GA methods, these 
techniques are compared with the existing SVM classifier. 
This GA method best and worst case statistical measures 
are compared with the SVM is shown in the figures.  
 

 
 

Figure 1: GA methods with FFBNN as classifier 
 

The comparison graph 3 shows that the existing method has 
low classification performance than GA in all 10, 20 and 30 
GA indexed gene values. The GA  gene classification 
method has shown a high accuracy than the existing SVM 
classifier.  

 
Performance of PSO with FFBNN 

     To analyze the performance of GA ,we use  PSO 
method for dimentionality reduction , the parameters in 
PSO values are changed.  The  PSO parameters such as 
population size and chromosome length are also changed.  
In PSO, population and the particles lengths are changed in 
the performance analysis process.  The best and worst case 
values are selected and the performance of these selected 
best and worst case values are compared with the SVM best 
case values. Table 8 tabulates the TP, TN, FP, and FN 
values from the PSO.  
 
Population 

size 
Particles 
Length 

True 
Positive 

(TP) 

False 
Positive 

(FP) 

True 
Negative 

(TN) 

False 
Negative 

(FN) 
ACC 

10 
10 131 12 5 8 87 
20 139 7 10 0 96 
30 133 9 8 6 90 

20 
10 130 5 12 9 91 
20 137 7 10 2 94 
30 134 8 9 5 92 

30 
10 133 5 12 6 93 
20 131 6 11 8 91 
30 136 7 10 3 94 

Table 2: PSO parameters modification results of TP, FP, 
TN and FN values 

 
Based on the accuracy values in table 8, the best and worst 
case values TP, TN, FP and FN are identified. The best and 
worst case values in table 8 are represented in bold, italic 
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formats. These best and worst cases statistical measure 
values are tabulated in the table 8.   
 

Statistical 
Measures 

Particles 
Length 

Best Case Worst Case 

Sensitivity (%) 
10 100 94 
20 99 94 
30 98 94 

FPR (%) 
10 41.2 70.6 
20 41.2 29.4 
30 41.2 35.3 

Accuracy (%) 
10 96 87 
20 94 91 
30 94 91 

Specificity (%) 
10 59 29 
20 59 71 
30 59 65 

PPV (%) 
10 95 92 
20 95 96 
30 95 96 

NPV (%) 
10 100 38 
20 83 57 
30 77 58 

FDR (%) 
10 5 8 
20 5 4 
30 5 4 

MCC (%) 
10 74.1 27.3 
20 66.4 57.1 
30 63.2 55.2 

Table 3: Performance of PSO with FFBNN  
 

When compared with the GA with FFBNN method the 
PSO with FFBNN provides low accuracy than proposed 
GA with FFBNN with respect to GA index 20 and 30.  
 

 
Figure 2: PSO with FFBNN 

 
The statistical performance analysis of the GA and PSO 
methods has given 93.7&93.4% overall mean accuracy in 
the best case and in the worst case it has given 82.6&89.5% 
accuracy as result.  
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